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1. Introduction to Interaction Design
Definition and Scope

Interaction design focuses on creating interactive products that support people's
communication and interaction in everyday life. It's concerned with designing interactive
systems that are usable, efficient, and provide enjoyable user experiences.

Key definitions:

Interaction design is interdisciplinary, involving fields such as computer science, psychology,
design, and sociology, typically accomplished through multidisciplinary teams.

Good vs. Poor Design
Good design is characterized by:

1. Introduction to Interaction Design
2. The Process of Interaction Design
3. Conceptualizing Interaction
4. Cognitive Aspects
5. Social Interaction
6. Emotional Interaction
7. Interfaces
8. Data Gathering
9. Data Analysis, Interpretation, and Presentation

10. Data at Scale
11. Discovering Requirements
12. Design, Prototyping, and Construction
13. Evaluation
14. Evaluation Studies: From Controlled to Natural Settings
15. Research Methods and Specialized Techniques
16. Extended Reality (XR)
17. Human-Robot Interaction
18. Emerging Technologies and Future Interactions

Terry Winograd (1997): "Designing spaces for human communication and interaction"
Dan Saffer (2010): "The art of facilitating interactions through products and services"



Examples illustrating the contrast:

Context is crucial—a design suitable for a home environment might not work in public
settings with shared devices.

User Experience (UX)
UX encompasses all aspects of a user's interaction with a company, its services, and
products, including:

As Don Norman (2004) stated: "It is not enough that we build products that function, that are
understandable and usable, we also need to build joy and excitement, pleasure and fun, and
yes, beauty to people's lives."

Designers cannot directly create a user experience but can design for one by establishing
the conditions that facilitate positive experiences.

Accessibility and Inclusiveness
Accessibility: Ensuring products are accessible to as many people as possible, with a focus
on disability.

Inclusiveness: An overarching approach designing products that accommodate the widest
possible number of people.

Disability is viewed as an interaction between the person and context—technology can act
as either a barrier or facilitator. Many tools initially developed for accessibility (e.g., text
messaging) have become mainstream.

Design Principles

Fundamental principles for effective interaction design:

Ease of learning
Efficiency of use
Pleasurable user experience

Voice-mail System (Poor): Complex, inefficient, unclear help, low visibility of functions
Marble Answering Machine (Good): Uses physical objects (marbles) to visualize
messages and enable simple one-step actions

Usability (pragmatic aspects)
Aesthetics and emotional appeal (hedonic aspects)
Cultural identity and personal factors

1. Visibility: Making functions evident to users
2. Feedback: Providing immediate information about actions



2. The Process of Interaction Design
The Double Diamond Model
The design process typically follows an iterative, cyclical approach represented by the
Double Diamond model with four key phases:

This model visually represents how design processes alternate between divergent thinking
(exploring many possibilities) and convergent thinking (focusing on specific solutions).

User-Centered Design Principles

John Gould and Clayton Lewis established three fundamental principles for user-centered
design:

Four Basic Activities

Interaction design involves four fundamental activities:

3. Constraints: Limiting possible actions to prevent errors
4. Consistency: Using similar operations for similar tasks
5. Affordance: Creating objects that suggest their functionality

1. Discover: Gather insights about the problem through user research
2. Define: Develop a clear brief that frames the design challenge
3. Develop: Create, prototype, test, and iterate solutions
4. Deliver: Finalize, produce, and launch the resulting project

1. Early focus on users and tasks:
Understand user characteristics
Involve users from earliest phases
Design decisions taken within user contexts

2. Empirical measurement:
Measure user behaviors objectively
Evaluate reactions to prototypes
Test for usability with real users

3. Iterative design:
Identify problems through testing
Fix issues and test again
Continuous refinement based on feedback

1. Discovering requirements: Understanding user needs, contexts, and constraints
2. Designing alternatives: Creating both conceptual models and concrete designs
3. Prototyping: Developing representations of ideas for testing



These activities form a cycle that repeats throughout product development, with each
iteration refining the design based on evaluation results.

User Involvement

Involving users throughout the process offers significant benefits:

User involvement can range from informational (users as data sources) to participatory
design (users as active co-designers).

3. Conceptualizing Interaction
Conceptual Models
A conceptual model provides a high-level description of how a system is organized and
operates. Key components include:

Effective conceptual models appear obvious and simple, though they may become complex
through multiple iterations. They provide orientation, encourage open-mindedness, and
establish common ground among design teams.

Interface Metaphors

Interface metaphors leverage familiar entities to help users understand abstract
technological concepts:

Metaphors must be familiar, intuitive, and coherent with the system's intended use. Cultural
differences can lead to varied interpretations of metaphors.

Interaction Types

4. Evaluation: Using usability tests and feedback to identify strengths and weaknesses

Ensures the product meets real user needs
Helps manage expectations by educating users about technological limitations
Creates a sense of ownership that increases adoption rates

Metaphors and analogies: Convey how the product should be understood
Concepts: Objects and operations exposed to users
Relationships between concepts: Hierarchical or containment structures
Mappings between concepts and user experience: How concepts translate to
interactions

Desktop metaphor: Files, folders, trash cans
Shopping cart: In e-commerce sites
Cards: For content organization



Five primary interaction modes shape conceptual models:

Paradigms, Visions, Theories, Models, and Frameworks

The design process is informed by various conceptual tools:

4. Cognitive Aspects
Types of Cognition

Cognition encompasses various mental processes involved in thinking, remembering,
learning, and decision-making:

1. Instructing: Users issue commands to the system
Benefits: Quick and efficient for frequent actions
Examples: Command lines, keyboard shortcuts, menu selections

2. Conversing: Two-way dialogue between user and system
Suitable for information retrieval and discussions
Examples: Chatbots, voice assistants

3. Manipulating: Direct interaction with virtual or physical objects
Based on knowledge of physical world interactions
Benefits: Intuitive control, immediate feedback
Limitations: Not all tasks can be represented as objects

4. Exploring: Navigation through physical or virtual environments
Leverages spatial knowledge and environmental cues
Examples: VR environments, explorable interfaces

5. Responding: Systems proactively providing information
System takes initiative to alert or present relevant information
Examples: Notifications, intelligent assistants

Paradigms: Community-shared approaches
Examples: WIMP and GUI paradigm (1980s), Ubiquitous computing (1990s), IoT
(2000s)

Visions: Future scenarios guiding research
Example: Apple Knowledge Navigator (1987) envisioned technology similar to
today's Siri

Theories: Explanations of interaction phenomena
Examples: Distributed cognition, external cognition

Models: Simplified representations of processes
Example: Norman's gulf of execution and evaluation model

Frameworks: Practical guides for designers
Examples: Contextual frameworks, procedural guidance



Key Cognitive Processes

Attention

Attention involves selecting relevant information from available stimuli:

Design implications:

Memory

Memory processes include encoding, storage, and retrieval:

Design implications:

Experiential cognition: Intuitive, effortless, directed by perception and environment
Examples: Driving, reading familiar content

Reflective cognition: Deliberate, effortful, involving decision-making and creativity
Examples: Designing, learning complex concepts

Fast and slow thinking (Kahneman, 2011):
Fast thinking: Instinctive, reflexive, automatic
Slow thinking: Logical, demanding, deliberate

Information presentation: Affects search efficiency and recognition
Clean, well-organized layouts reduce search time

Multitasking: Switching attention between tasks
Generally reduces performance and increases effort
Negative impact is greater with irrelevant distractions
Modern workplaces often demand effective multitasking strategies

Make critical information salient
Avoid cluttered interfaces
Use alerts judiciously (subtle or abrupt depending on urgency)
Consider information spacing and sequencing

Recognition vs. recall: Recognition is easier than recall
Design interfaces that promote recognition (e.g., menus)

Context effects: Information is better remembered in the same context as encoding
Provide consistent interfaces and contextual cues

Memory load: Password requirements and security measures create significant memory
demands

Password managers help reduce this cognitive burden
Digital forgetting: Some emotional content may need to be forgotten

Design mechanisms to abstract or remove painful digital memories



Perception

Perception transforms sensory information into meaningful experiences:

Design implications:

Learning

Two main types of learning affect interaction design:

Design implications:

Problem-solving, Reasoning, and Decision-making

These reflective cognitive processes involve:

Design implications:

Reduce cognitive load with simple procedures
Provide multiple ways to categorize and retrieve information
Support both external memory aids and internal memory processes

Visual perception principles affect interface recognition
Auditory perception influences alert and feedback design
Haptic feedback adds sensory dimension to interactions

Use distinguishable icons and clear visual groupings
Ensure sufficient contrast and distinguishable elements
Design multimodal feedback when appropriate

Incidental learning: Occurs without intention
Example: Learning facial recognition through exposure

Intentional learning: Goal-directed acquisition
Examples: Studying new software, learning programming

Encourage exploration with safe, forgiving interfaces
Provide constraints to guide learners effectively
Use dynamic linking of concepts to facilitate understanding

Evaluating options and consequences
Applying heuristics for efficient decision-making
Weighing priorities in complex situations

Provide salient information for key decisions
Support rapid decision-making with clear interfaces
Balance information richness with simplicity



Cognitive Frameworks

Several frameworks help understand and predict user behavior:

5. Social Interaction
Social Nature of Human Interaction
Humans are inherently social beings who live, work, learn, and interact together. Technology
has expanded the ways people maintain social connections:

Face-to-Face Conversations

Face-to-face interactions follow collaborative, implicit rules for:

These mechanisms have been adapted for interactions with technologies like chatbots and
voice assistants to replicate natural conversational flow.

Remote Conversations

Mental models: Internal representations users develop to understand systems
Users' mental models often differ from designers' conceptual models

Gulf of execution and evaluation: Gaps between user intentions and system states
Execution: Distance from user to physical system
Evaluation: Distance from system back to user

Distributed cognition: Cognitive activities extend across individuals, artifacts, and
representations

Examines how external tools support cognitive processes
External cognition: How external representations support cognitive processes

Reduces memory load through externalization
Offloads computation to external tools
Provides cognitive tracing for tracking changes

Embodied interaction: How physical engagement shapes cognition
Sensorimotor experiences influence abstract thinking
Physical tools change perception and thought processes

Social media platforms have transformed communication patterns
Technology choices (WhatsApp vs. Skype) reflect social context needs
Online norms often differ from traditional interaction rules

Initiating and concluding dialogues
Turn-taking in conversations
Repairing misunderstandings



Technologies supporting remote communication have evolved to enhance:

Co-presence and Shareable Interfaces

Co-presence technologies support groups interacting in the same physical space:

Social Engagement
Technologies can facilitate voluntary participation in group activities:

6. Emotional Interaction
Emotions and User Experience

Emotions significantly impact how users interact with technology:

Telepresence: The perception of being present at a distance
Video conferencing platforms
Telepresence robots
Virtual reality social spaces

Technological improvements in video, audio, and interface quality have made remote
interactions increasingly effective for:

Business meetings
Education
Social connections
Healthcare consultations

Interactive surfaces: Whiteboards, tables, and shared displays
Enable natural collaboration and flexible interaction
Provide awareness of others' activities

Benefits for group work:
Increased situational awareness
More equitable participation
Improved coordination and cooperation

Location-based engagement: Apps connecting people for local initiatives
Example: GoodGym connecting runners with community service

Social media for collective action: Platforms enabling rapid information sharing
Example: Twitter during emergencies or events

Citizen science: Collaborative research projects leveraging public contributions
Example: eBird for crowd-sourced ornithology data

Temporary emotional responses:
Frustration with system errors



Both types of emotional responses influence behavior directly and indirectly, making
emotional design crucial for positive user experiences.

Expressive Interfaces and Emotional Design

Expressive interfaces use visual, auditory, and tactile elements to evoke emotions:

Well-designed, pleasant interfaces often improve perceived usability and tolerance for
technical issues.

Annoying Interfaces
Poorly designed interfaces can trigger negative emotions:

Joy from successful task completion
Anxiety during complex processes

Long-term emotional relationships:
Brand loyalty
Trust in systems
Emotional attachment to devices

Visual expression:
Emojis and emoticons
Color psychology
Animation and motion design

Auditory expression:
Sound alerts and notifications
Voice tone and character
Musical elements

Tactile expression:
Haptic feedback patterns
Material choices
Physical interaction design

Common triggers:
Frequent errors and crashes
Excessive notifications
Unclear feedback
Inconsistent behavior

Consequences:
Reduced user engagement
Abandonment of products
Negative brand perception



Thoughtful design avoids overwhelming users, creating smoother and more intuitive
interactions.

Affective Computing and Emotional AI

Affective computing focuses on technologies that recognize and express human emotions:

Persuasive Technologies and Behavioral Change

Persuasive technologies influence human behavior through:

Anthropomorphism
Anthropomorphism attributes human qualities to technological objects:

Emotion recognition methods:
Facial expression analysis
Voice tone and pattern analysis
Physiological measurements
Behavioral patterns

Applications:
Marketing and user research
Road safety (driver alertness)
Mental health monitoring
Adaptive learning systems

Motivational mechanisms:
Personalized notifications and reminders
Gamification elements (points, badges, leaderboards)
Social comparison and competition
Progress visualization

Application domains:
Health and fitness
Environmental sustainability
Education and learning
Productivity improvement

Implementation approaches:
Physical resemblance (humanoid robots)
Voice and speech patterns
Simulated emotional responses
Apparent intentions and goals

Benefits:



7. Interfaces
Interface Types

Interfaces represent the point of contact between users and systems, ranging from simple to
complex:

Command-line Interfaces

Graphical User Interfaces (GUIs)

Enhanced engagement
Increased task motivation
Reduced anxiety in technology use
More intuitive interactions

Considerations:
Uncanny valley effect when human-likeness approaches but doesn't achieve natural
appearance
Cultural differences in anthropomorphic preferences
Risk of inappropriate expectations

Require text commands or keyboard shortcuts
Efficient for expert users
Offer speed and precision for specific tasks
Example: Terminal/Command Prompt, specialized programming environments

Based on WIMP (Windows, Icons, Menus, Pointing device)
Window design considerations:

Management of screen real estate
Scrolling and navigation
Dialog boxes and modal windows

Menu design types:
Flat menus: display all options at once
Dropdown menus: hierarchical organization
Contextual menus: right-click or long-press activated
Pop-up menus: appear on command
Mega menus: expanded 2D layouts

Icon design principles:
Recognition and memorability
Visual clarity and consistency
Cultural appropriateness



Voice User Interfaces

Pen-based Interfaces

Touchscreens and Gesture-based Interfaces

Haptic Interfaces

Multimodal Interfaces

Shareable Interfaces

Tangible Interfaces

Virtual and Augmented Reality Interfaces

Interaction through spoken language
Applications: virtual assistants, hands-free control
Considerations: ambient noise, privacy, language processing accuracy

Stylus or digital pen interaction
Applications: drawing, note-taking, precision selection
Benefits: natural writing/drawing experience, precision

Direct manipulation through touch or motion
Multitouch capabilities enable complex interactions
Gesture vocabulary: tap, swipe, pinch, rotate, etc.
Considerations: "gorilla arm" fatigue, cultural gesture differences

Tactile feedback through vibration or force
Enhances interaction by adding sensory dimension
Applications: notifications, guidance, immersive experiences

Combine multiple input/output methods
Example: voice + touch + visual feedback
Benefits: flexibility, accessibility, redundancy

Designed for multiple simultaneous users
Applications: collaborative work, education, public installations

Physical objects coupled with digital representations
Bridge physical and digital worlds
Example: interactive building blocks, smart objects

VR: Immersive virtual environments



Wearable Interfaces

Robot Interfaces

Natural User Interfaces (NUIs)
NUIs aim to leverage innate human capabilities for intuitive interaction:

Selecting the Appropriate Interface
The optimal interface depends on multiple factors:

8. Data Gathering
Planning Data Collection
Effective data gathering is essential for understanding user needs, behaviors, and reactions
to technologies:

Five Key Issues for Data Collection

AR: Digital overlays on physical world
Applications: training, education, entertainment, design

Body-worn devices and clothing with embedded technology
Applications: health monitoring, notifications, authentication
Considerations: comfort, battery life, social acceptability

Physical robots with various interaction capabilities
Types: cobots (collaborative robots), social robots, telepresence robots
Considerations: safety, intuitiveness, appropriate autonomy level

Principle: Interaction should feel natural and build on existing skills
Examples: Gesture control, voice commands, touch interfaces
Limitations: "Natural" is context-dependent and culturally influenced
Key factors: Required learning, interface complexity, need for precision and speed

Usage context: Physical environment, social setting, mobility requirements
User characteristics: Expertise level, physical capabilities, preferences
Task requirements: Complexity, frequency, precision needs
Technical constraints: Hardware limitations, connectivity, power requirements

Data may be quantitative (numbers) or qualitative (descriptions)
Collection must be purposeful and aligned with research goals
Ethical considerations must guide all data collection activities



Data Recording Techniques

1. Setting Objectives:
Clear, specific goals influence techniques and analysis methods
Objectives determine what data is relevant and how it will be used
Well-defined objectives prevent scope creep and ensure focus

2. Identifying Participants:
Sampling methods affect result generalizability:

Random sampling: Statistical representation of population
Stratified sampling: Proportional representation of subgroups
Convenience sampling: Easily accessible participants

Sample size depends on research goals, methods, and resources

3. Researcher-Participant Relationship:
Ethical transparency through informed consent
Clear communication about data usage and privacy
Professional boundaries and participant comfort

4. Triangulation:
Using multiple methods improves reliability through:

Methodological triangulation: Different collection techniques
Data triangulation: Different data sources
Investigator triangulation: Multiple researchers
Theoretical triangulation: Multiple theoretical perspectives

5. Pilot Studies:
Testing methods and tools before main study
Identifying procedural problems
Refining protocols and instruments

Notes and photographs:
Flexible and less intrusive
Risk of incompleteness or bias
Good for capturing context quickly

Audio recordings:
Capture detailed conversations
Allow researcher to focus on observation
Require transcription for analysis

Video:
Provides rich behavioral data
Captures non-verbal cues and interactions
May be invasive and require special equipment



Primary Techniques

Technique Selection and Combination

Combining different techniques reduces bias and provides a more comprehensive view:

Selection depends on:

1. Interviews:
Unstructured: Conversational, exploratory
Semi-structured: Guided but flexible
Structured: Consistent questions for all participants
Advantages: Depth of information, adaptability
Limitations: Time-intensive, potential interviewer bias

2. Questionnaires:
Suitable for large samples
Types of questions:

Demographic (checkboxes, ranges)
Likert scales (agreement levels)
Semantic differential scales (bipolar attributes)
Ranking scales (ordered preferences)

Design principles:
Simplicity and clarity
Avoid double negatives and double affirmations
Provide adequate instructions
Consider question ordering effects

3. Observation:
Direct: Researcher present during activities
Indirect: Through recordings or logs
Participant: Researcher actively involved
Non-participant: Researcher as spectator
Benefits: Captures actual behavior rather than reported behavior
Limitations: Observer effect, time-intensive

Interviews provide depth while questionnaires provide breadth
Observations show what people do while interviews reveal why they do it
Technical measurements complement subjective reports

Study objectives
Available resources
Time constraints
Participant availability



9. Data Analysis, Interpretation, and Presentation
Qualitative and Quantitative Data

Data collection methods can yield both types; questionnaires can provide quantitative
(ratings) and qualitative (comments) data.

Basic Quantitative Analysis

Key techniques include:

Data preparation involves:

Required data types

Quantitative data:
Numerical information (age, duration, frequency)
Analyzed through statistical methods
Focuses on measurement and relationships
Example: "83% of users completed the task within 2 minutes"

Qualitative data:
Words, images, or descriptive information
Analyzed through thematic or content analysis
Focuses on meaning, context, and depth
Example: "Users expressed frustration when navigating the menu"

Descriptive statistics:
Mean: Average value (sensitive to outliers)
Median: Middle value (robust to outliers)
Mode: Most frequent value (categorical data)
Standard deviation: Measure of data spread

Percentages and proportions:
Standardize data for comparisons
Convert raw numbers to relative frequencies
Enable comparison across different sample sizes

Graphical representations:
Bar charts: Compare discrete categories
Line graphs: Show trends over time
Scatter plots: Visualize relationships between variables
Heat maps: Display density or intensity of data points

Cleaning (removing errors)
Organization (structuring for analysis)



Basic Qualitative Analysis
Primary approaches include:

Multiple analysts improve reliability, measured through:

Analytical Frameworks
Various frameworks guide data analysis:

Results Presentation

Common errors to avoid:

Standardization (consistent formats)
Distinguishing between missing data and "don't know" responses

Theme identification:
Recognizing patterns and common features across data
Coding recurring concepts or topics
Developing categorical structures

Categorization:
Organizing data into predefined or emergent categories
Systematic classification of responses
Hierarchical organization of concepts

Critical incident analysis:
Focusing on significant events or experiences
Identifying breakdowns or successes
Understanding pivotal moments in interaction

Inter-rater reliability: Consistency across different coders
Cohen's kappa coefficient: Statistical measure of agreement

Conversation analysis: Examines details of verbal interactions
Discourse analysis: Studies implicit meanings and linguistic constructions
Content analysis: Classifies and quantifies recurring elements
Interaction analysis: Examines verbal and non-verbal communication patterns
Grounded theory: Builds theories inductively from collected data
Systems frameworks: Analyze organizational effectiveness and structures

Extending conclusions beyond what data supports
Using absolute terms ("always," "everyone") without justification
Ignoring audience context and needs
Presenting too much raw data without interpretation



Presentation formats should match audience needs:

10. Data at Scale
Impact and Applications

Large-scale data (big data) has transformed decision-making and innovation across society:

Ethical questions surrounding big data include privacy protection, data ownership, and
transparency in use.

Collection and Analysis Methods
Large-scale data gathering and analysis require adaptable, technologically advanced
methods:

Technical audiences: Detailed methods and statistical analysis
Design teams: Visual presentations with actionable insights
Stakeholders: Executive summaries with key findings and recommendations
Mixed audiences: Layered presentations with varying levels of detail

Definition: Massive volumes of diverse data requiring specialized processing techniques
Types: Numbers, images, videos, text, environmental measurements
Applications:

Healthcare: Patient monitoring, treatment optimization
Education: Learning analytics, adaptive instruction
Urban planning: Traffic management, service optimization
Economic analysis: Market trends, consumer behavior
Environmental monitoring: Pollution tracking, resource management

Web Scraping and Secondary Sources:
Automated extraction from websites
Utilization of existing datasets (e.g., Google Trends)
API access to platforms and services
Challenges: Data quality, representativeness, legal considerations

Quantified-Self and Personal Data:
Wearable devices tracking health metrics
Smartphone activity monitoring
Environmental sensors in homes
Benefits: Continuous data collection, personalized insights
Limitations: Privacy concerns, measurement accuracy

Crowdsourcing and Citizen Science:
Distributed data collection through volunteers



Data Visualization and Exploration

Visualization techniques transform complex data into comprehensible information:

Ethical Design Considerations
Designing large-scale data systems requires addressing significant ethical implications:

Examples: eBird (bird observations), Foldit (protein folding)
Strengths: Scalability, public engagement
Challenges: Data quality control, volunteer retention

Analysis Techniques:
Sentiment Analysis: Emotional tone classification
Social Network Analysis: Relationship pattern identification
Machine Learning: Pattern recognition and prediction
Natural Language Processing: Text understanding and generation

Objectives:
Pattern identification in large datasets
Trend detection over time
Anomaly highlighting
Relationship discovery between variables

Visualization Types:
Heat maps: Color intensity representing data values
Network diagrams: Connection visualization
Interactive dashboards: User-controlled exploration
Temporal visualizations: Time-based patterns
Geospatial displays: Location-based data representation

Design Challenges:
Creating comprehensible visualizations for non-experts
Balancing simplicity with information richness
Providing appropriate interactivity
Representing uncertainty and confidence levels

Privacy Protection:
Data anonymization techniques
Minimization of collected information
Transparent data policies
User control over personal information

Responsible Use:
Bias identification and mitigation
Fairness in algorithmic decision-making



11. Discovering Requirements
Requirements Definition
Requirements are formal statements specifying what a product must do or how it should
function:

Requirements discovery involves exploring the problem space and defining development
goals through:

Requirements Gathering Techniques

Various methods help discover effective requirements:

Avoiding reinforcement of social inequalities
Clear documentation of methods and limitations

Inclusive Participation:
Diverse stakeholder involvement in design
Consideration of marginalized populations
Equitable access to benefits
Balanced power relationships in data ecosystems

Functional requirements:
Define specific features and capabilities
Example: "The system must allow users to save their progress"
Focus on concrete operations and behaviors

Non-functional requirements:
Specify quality attributes and constraints
Examples: Performance speed, reliability, security
Often expressed with measurable criteria

Environmental requirements:
Context-specific constraints
Examples: Hardware compatibility, lighting conditions, network availability
Define boundaries of operational conditions

Identifying target users and understanding their capabilities
Analyzing how the product supports activities and workflows
Determining usage contexts and specific constraints
Establishing technical, social, and organizational limitations

Interviews:
Enable in-depth dialogue about needs and preferences
Types: Structured, semi-structured, unstructured



Personas and Scenarios

Powerful tools for translating user needs into concrete requirements:

Benefits: Rich data, clarification opportunities
Limitations: Time-intensive, potential bias

Observations:
Direct observation of actual behavior in context
Ethnographic approaches for natural settings
Benefits: Reveals implicit needs, captures context
Limitations: Observer effect, interpretation challenges

Focus Groups:
Structured group discussions with carefully selected participants
Moderated to explore specific issues through group interaction
Benefits: Multiple perspectives, idea generation
Limitations: Dominant voices, groupthink potential

Cultural Probes:
Creative tools for self-documentation (cameras, diaries)
Collect insights in natural contexts over time
Benefits: Rich contextual data, user perspective
Limitations: Interpretation challenges, participant compliance

Documentation Analysis:
Review of existing documents, regulations, and systems
Provides baseline understanding and identifies constraints
Benefits: Efficient use of existing information
Limitations: May reflect outdated requirements

Personas:
Fictional but realistic user representations based on research
Include demographics, goals, motivations, challenges
Benefits: Human focus, shared understanding
Creation process: Data collection, pattern identification, archetype development

Scenarios:
Narratives describing specific activities or usage contexts
Types: Current-world scenarios, future-world scenarios
Components: Actors, settings, goals, actions, events
Benefits: Contextual understanding, requirement identification

Use Cases:
Formal documentation of interaction sequences
Components: Actors, preconditions, main flow, alternatives, postconditions



12. Design, Prototyping, and Construction
Prototyping
Prototypes make design ideas tangible for stakeholder interaction and evaluation:

Purpose of Prototyping

Prototypes serve multiple functions:

Low-Fidelity Prototyping

Simple, economical, and quick prototypes ideal for early-stage exploration:

High-Fidelity Prototyping

Benefits: Structured approach, completeness checking
Relationship to scenarios: More formal, less narrative

Testing technical feasibility
Clarifying vague requirements
Facilitating user testing
Assessing development compatibility
Comparing alternative designs
Encouraging design reflection

Sketching:
Quick hand-drawn representations
Benefits: Speed, ease of iteration
Applications: Initial concept visualization

Storyboarding:
Sequential illustrations showing user journeys
Benefits: Narrative context, sequence visualization
Applications: Flow and transition design

Paper prototyping:
Physical mockups using paper and basic materials
Benefits: Tangibility, collaborative creation
Applications: Interface layout, interaction testing

Wizard of Oz:
Human simulation of system behavior
Benefits: Testing complex functionality without implementation
Applications: Voice interfaces, AI interactions



Advanced prototypes resembling the final product:

Conceptual Design

Conceptual Model

Describes product functionality and user interaction through:

Design Approaches

Interactive mockups:
Clickable interfaces with simulated functionality
Benefits: Realistic interaction, detailed feedback
Tools: Sketch, Figma, Adobe XD

Functional prototypes:
Working implementations with limited scope
Benefits: Testing actual functionality, technical validation
Applications: Critical feature validation

Appearance prototypes:
Realistic visual representations
Benefits: Aesthetic evaluation, stakeholder buy-in
Applications: Marketing validation, visual design testing

Interface metaphors:
Familiar concepts applied to digital environments
Examples: Desktop, shopping cart, cards
Benefits: Intuitive understanding, knowledge transfer

Interaction paradigms:
Fundamental interaction approaches
Examples: Direct manipulation, conversational interaction
Influence on overall system design

Positive and negative scenarios:
Exploring beneficial and problematic consequences
Identifying potential issues before implementation
Balancing optimistic and pessimistic perspectives

Physical computing kits:
Arduino, Raspberry Pi, micro:bit
Enable rapid physical prototyping
Bridge hardware and software design

Software development kits (SDKs):
Libraries and tools for specific platforms



13. Evaluation
Evaluation Purpose and Process
Evaluation is fundamental to iterative design, providing data to:

The evaluation process is typically continuous throughout development, with different
methods appropriate at different stages.

Evaluation Methods

Empirical Methods

Focus on direct observation and data collection from users:

Analytical Methods

Accelerate implementation of common features
Enable consistent interaction patterns

Understand user-system interactions
Identify usability and accessibility issues
Measure modification effectiveness
Optimize user experience through data-driven iterations

Direct observation:
Watching users interact with systems
Settings: Laboratory or field environments
Data: Behavioral patterns, difficulties, workarounds
Advantages: Authentic behavior capture
Limitations: Observer effect, interpretation challenges

Usability testing:
Structured task completion with measurement
Metrics: Completion time, error rate, success rate
Methods: Think-aloud protocols, retrospective interviews
Advantages: Specific issue identification
Limitations: Artificial context, participant recruitment

Interviews and questionnaires:
Structured or semi-structured feedback collection
Focus: User experiences, preferences, challenges
Types: Post-test debriefing, longitudinal feedback
Advantages: Direct user perspective
Limitations: Self-reporting biases, recall limitations



Based on theoretical analysis and established usability principles:

Data Collection and Analysis

Collection Techniques

Cognitive walkthrough:
Expert analysis of learning processes
Step-by-step evaluation of action sequences
Focus: Learnability for new users
Advantages: No user recruitment needed
Limitations: Limited to predicted rather than actual behavior

Heuristic evaluation:
Expert review based on established principles
Common heuristics: Nielsen's usability heuristics
Process: Multiple evaluators, issue aggregation
Advantages: Efficiency, comprehensive coverage
Limitations: Expertise dependent, may miss context-specific issues

Model-based evaluation:
Formal models predicting user performance
Examples: GOMS (Goals, Operators, Methods, Selection)
Applications: Efficiency prediction, comparative analysis
Advantages: Quantitative predictions
Limitations: Simplified assumptions about user behavior

Video recording:
Captures interactions for detailed analysis
Benefits: Comprehensive data, reviewable
Considerations: Privacy, naturalistic behavior

Eye tracking:
Monitors visual attention patterns
Metrics: Fixation duration, scan paths, areas of interest
Applications: Interface optimization, attention analysis
Limitations: Equipment cost, data interpretation complexity

System logging:
Automated recording of interactions
Data: Clicks, navigation paths, timing
Benefits: Unobtrusive, large-scale collection
Limitations: Limited contextual understanding

Physiological measurements:
Heart rate, skin conductance, pupil dilation



Analysis Approaches

Common Evaluation Challenges

Applications: Emotional response, cognitive load
Benefits: Objective measures
Limitations: Equipment requirements, interpretation challenges

Quantitative analysis:
Statistical processing of numerical data
Metrics: Task completion rates, times, error frequencies
Methods: Descriptive statistics, hypothesis testing
Applications: Benchmark comparisons, performance evaluation

Qualitative analysis:
Thematic exploration of observational data
Methods: Content analysis, affinity diagramming
Applications: Understanding user experiences, identifying patterns
Process: Coding, categorization, interpretation

Triangulation:
Combining multiple data sources
Purpose: Validation, comprehensive understanding
Benefits: Reduced methodology bias, deeper insights
Implementation: Mixed methods approaches

Participant factors:
Recruitment difficulties
Representativeness concerns
Observer effect (Hawthorne effect)
Individual differences in abilities and preferences

Methodological challenges:
Balancing control and ecological validity
Resource limitations (time, budget, equipment)
Appropriate task selection
Generalizability of findings

Ethical considerations:
Informed consent
Data privacy and security
Participant comfort and safety
Appropriate compensation



14. Evaluation Studies: From Controlled to Natural
Settings
Usability Testing in Controlled Environments

Methods, Tasks, and Users

Laboratory Setup and Equipment

Objectives:
Assess ease of use and learnability
Identify common errors and pain points
Measure user satisfaction and efficiency

Data collection approaches:
Think-aloud protocols: Users verbalize thoughts while completing tasks
Performance metrics: Time, errors, completion rates
Post-test questionnaires: Standardized usability scales (e.g., SUS)
Video and audio recording: Detailed interaction capture

Task selection principles:
Representative of real usage
Varying complexity levels
Clear success criteria
Manageable duration

Participant selection:
Target user representation
Appropriate sample size (typically 5-12 for formative testing)
Consideration of experience levels
Demographic diversity when relevant

Usability laboratory components:
Test room with recording equipment
Observation room with one-way mirror
Control systems for data capture

Mobile testing solutions:
Portable recording equipment
Laptop-based eye tracking
Remote testing platforms

Equipment considerations:
Non-intrusive monitoring
Appropriate test devices
Software for interaction logging



Experimental Evaluation
Experimental approaches verify specific hypotheses through rigorous design:

Field Studies in Natural Environments
Field studies examine product usage in authentic contexts:

Analysis tools for data processing

Key elements:
Hypothesis formulation (null and alternative)
Variable identification and control
Appropriate experimental design
Statistical analysis of results

Variables in HCI experiments:
Independent variables: Interface design, information presentation
Dependent variables: Performance metrics, satisfaction ratings
Control variables: Environment, hardware, participant characteristics

Experimental designs:
Between-subjects: Different participants for each condition

Advantages: No learning effects
Disadvantages: Requires larger sample size

Within-subjects: All participants experience all conditions
Advantages: Smaller sample needed, controls individual differences
Disadvantages: Potential order effects

Matched-pairs: Participants matched on key characteristics
Advantages: Balances group differences
Disadvantages: Complex matching process

Validity considerations:
Internal validity: Confidence in cause-effect relationships
External validity: Generalizability to real-world contexts
Ecological validity: Realism of experimental conditions

Characteristics:
Natural setting observation
Minimal intervention
Extended time periods
Context-rich data collection

Data collection methods:
Direct observation
Participant diaries



Comparison of Evaluation Contexts

Contextual interviews
Ambient sensors
Usage logging

Field study approaches:
Ethnographic studies: Immersive observation of cultural practices
Living labs: Semi-controlled real-world environments
In-the-wild studies: Completely naturalistic usage observation

Challenges and solutions:
Observer presence effects: Prolonged engagement to reduce reactivity
Data capture difficulties: Multiple recording methods
Unpredictable variables: Comprehensive contextual documentation
Analysis complexity: Mixed methods approaches

Controlled contexts (laboratory):
Advantages:

Variable control
Replication precision
Focused data collection
Standardized conditions

Limitations:
Artificial environment
Limited ecological validity
Potential participant self-consciousness

Semi-controlled contexts (living labs):
Advantages:

Balance of control and realism
Long-term observation possibility
Technology integration in realistic settings

Limitations:
Resource intensity
Limited generalizability
Participant selection bias

Natural contexts (field):
Advantages:

Authentic behavior capture
Contextual factor identification
Discovery of unexpected usage patterns

Limitations:



15. Research Methods and Specialized Techniques
Focus Groups
Focus groups are structured discussions with carefully selected participants, headed by a
moderator to explore specific issues through group interaction:

Limited control
Complex data interpretation
Practical and logistical challenges

Method selection factors:
Research questions and objectives
Development stage
Available resources
Required data precision
Target environment complexity

Methodological characteristics:
Between informational interviews and observation
Creates "ecological" environment through group influences
Interaction drives data generation
Group size typically 6-12 participants

Planning focus groups:
Define research targets and expected outcomes
Determine appropriate group composition
Prepare topic guide or questioning route
Arrange recording and documentation

The moderator role:
Facilitates discussion without dominating
Manages group dynamics and encourages participation
Maintains focus while allowing exploration
Requires good listening and communication skills

Question types and sequence:
Opening questions: Simple, factual, engagement-focused
Introductory questions: Transition toward key topics
Key questions: Address core research interests
Transition questions: Guide between topics
Final questions: Summarize and check completion

Analysis approaches:
Thematic analysis: Identifying recurring themes
Sentiment analysis: Evaluating emotional responses



Affinity Diagrams
Affinity diagrams (also known as the KJ Method) are group techniques for organizing large
amounts of information by finding relationships and patterns:

Video Analysis
Video analysis is an interdisciplinary method for observing interactions between people and
with objects/technologies:

Content analysis: Systematic categorization of statements

Origin and purpose:
Developed by Jiro Kawakita for ethnographic data organization
Helps identify priorities and synthesize knowledge
Particularly useful for complex, unorganized information

Process stages:
1. Group formation (5-6 members ideal)
2. Task description with clear focus question
3. Individual idea generation on cards/post-its
4. Random card placement on shared space
5. Collaborative grouping by similarity/affinity
6. Group labeling with header cards
7. Final diagram composition with priorities

Benefits:
Builds consensus more quickly than other methods
Encourages participation and idea sharing
Balances creativity and critical thinking
Produces well-organized, commonly-agreed insights

Definition and purpose:
Detailed examination of recorded interactions
Multiple analysis levels: verbal, non-verbal, artifact use
"Microscope" for detailed event observation
Allows repeated review by multiple judges

Approaches:
Top-down structured analysis: Predetermined events of interest
Bottom-up analysis: Events determined during analysis
Breakdown analysis: Focus on interaction interruptions

Coding scheme development:
1. Define research question
2. Identify relevant behaviors



Eye Tracking

Eye tracking measures eye movements to analyze visual attention patterns:

Questionnaires in HCI

3. Characterize behaviors (point events, states, exclusivity)
4. Establish behavioral indices for reliable coding
5. Develop modifiers if needed

Typical measures:
Task completion (success/failure rates)
Completion time (efficiency indicator)
Error types and frequencies
Interaction patterns

Basic principles:
Eye-Mind Assumption: Link between visual fixation and cognitive processing
Covert vs. Overt Attention: Looking doesn't always equal attending
Video Oculography (VOG): Camera-based tracking of pupil and corneal reflection

Key metrics:
Fixation: Eye stopping to take in information

Duration: 100-500ms typically
Frequency: Reflects attention to stimuli
Time to First Fixation (TFF): Speed of noticing elements

Saccades: Rapid eye movements between fixations
Duration, velocity, latency measurements
Indicate search patterns and attention shifts

Areas of Interest (AOI): Defined regions for metric calculation
Heat maps: Color-coded visualization of attention concentration
Pupillometry: Measurement of pupil diameter changes

Indicates cognitive load and emotional response
Affected by light, emotional stimuli, mental effort

Applications in HCI:
Usability testing: Interface efficiency evaluation
Marketing: Consumer attention analysis
Accessibility: Visual processing patterns
Interface optimization: Attention guidance improvement

Practical considerations:
Laboratory setup: Controlled lighting, minimal distractions
Calibration for each participant
Potential challenges: Glasses, mascara, participant movement



Questionnaires are structured instruments for collecting demographic data and user
opinions:

16. Extended Reality (XR)
XR Fundamentals
Extended Reality (XR) is an umbrella term encompassing Virtual Reality (VR), Augmented
Reality (AR), Mixed Reality (MR), and related technologies:

Characteristics:
Can use closed or open-ended questions
Scalable to large participant numbers
Usable alone or with other methods
Administrable in paper or digital formats

Response formats:
Likert scales: Agreement levels (typically 5 or 7 points)
Semantic differential scales: Bipolar attribute pairs
Ranking scales: Ordered preference indicators
Check boxes and ranges: Categorical or range selections

Design principles:
Simplicity in wording
No double negatives or double affirmations
Balanced and symmetrical response options
Clear instructions and logical flow
Pilot testing before full deployment

Standardized HCI questionnaires:
System Usability Scale (SUS): 10-item usability measure
User Experience Questionnaire (UEQ): 26-item measure across multiple
dimensions
NASA Task Load Index (NASA-TLX): Workload assessment
Technology Acceptance Model (TAM): Adoption prediction

Reality-Virtuality Continuum (Milgram & Kishino, 1994):
Spans from purely physical environments to fully virtual ones
Positions AR and MR as intermediate points where digital and physical elements
coexist

Virtual Reality (VR):
Fully immersive simulated environment
Users typically wear headsets that track head movements
Completely replaces the physical world with digital content



Evaluating XR from an HCI Perspective

Key dimensions for XR evaluation include:

Implementations: HMDs (Head-Mounted Displays), CAVEs (Cave Automatic Virtual
Environments)

Augmented Reality (AR):
Overlays digital content onto the real world
Users view through smartphones, tablets, or specialized glasses
Physical world remains the primary environment
Examples: Mobile AR apps, AR glasses, heads-up displays

Mixed Reality (MR):
Digital objects interact with physical environment
Blends characteristics of both AR and VR
Often allows physical interaction with virtual objects
Examples: HoloLens, spatial computing devices

Input Interface Usability:
Controller naturalness and intuitiveness
Gesture recognition accuracy
Voice command effectiveness

Hardware Comfort:
Weight distribution and ergonomics
Extended use comfort
Cable management (if applicable)

Navigation, Agency and Control:
Freedom of movement
Interaction precision
User autonomy

Cybersickness:
Motion sickness symptoms in virtual environments
Visual-vestibular conflict mitigation
Comfort duration measurement

Immersion:
Sensory engagement level
Environmental fidelity
Interface transparency (disappearance from awareness)

Presence:
Subjective feeling of "being there"
Components:

Spatial presence (sense of physical location)



XR Applications and Implementation

17. Human-Robot Interaction

Social presence (connection with others)
Self-presence (embodiment sensations)
Environmental presence (environment responsiveness)

Engagement and Emotional Impact:
User investment and interest
Emotional responses elicited
Sustained attention measurement

Accessibility and Inclusivity:
Accommodation for various physical abilities
Sensory adaptation options
Cultural considerations

Education and Training:
Immersive learning environments
Risk-free simulation of dangerous procedures
Spatial understanding enhancement

Healthcare:
Surgical planning and training
Exposure therapy for phobias
Pain management during procedures

Design and Visualization:
Architectural walkthroughs
Product prototyping
Data visualization in 3D space

Entertainment and Gaming:
Immersive storytelling
Physical-digital hybrid experiences
Social VR platforms

Industrial Applications:
Remote collaboration
Maintenance guidance
Training for complex machinery operation

Cultural Heritage:
Virtual museum experiences
Historical site reconstructions
Intangible heritage preservation



Design Aspects in Human-Robot Interaction

Human-Robot Interaction (HRI) is a multidisciplinary field studying the design, evaluation,
and implementation of robotic systems for human use:

Design Principles for HRI

Design Approaches:
Inside-out (Frankenstein) approach: Builds technical capabilities first, then adds
appearance and behavior

Limitations: Often neglects social context

Outside-in (user-centered) approach: Starts with user needs and contexts, then
determines necessary technologies

Benefits: Better alignment with human expectations
Requires multidisciplinary collaboration

Robot Morphology and Form:
Organism-based robots:

Androids and humanoids (e.g., NAO): Human-like appearance and capabilities
Zoomorphic robots (e.g., AIBO, Paro): Animal-inspired designs
Minimalist robots (e.g., Keepon): Simplified forms with basic social cues

Robjects: Interactive robotic artifacts based on objects rather than living creatures
Example: Sociable Trash Box robots

Robot Affordance:
Visual cues that signal interaction possibilities
Appearance creates expectations about capabilities
Interaction modalities (speech, touch, gesture) suggest usage patterns

Design Patterns:
Reusable solutions for recurring interaction problems
Examples:

Initial introduction pattern: How robots first present themselves
Motion pattern: Movement coordination with humans
Didactic communication pattern: Educational interactions

Match form and function:
Align appearance with capabilities
Avoid creating unrealistic expectations
Consider task requirements when determining form

Consider cultural norms and stereotypes:
Cultural associations affect interpretation
Social expectations influence acceptance
Regional differences in robot perception



Anthropomorphization in HRI
Anthropomorphization involves attributing human traits, emotions, or intentions to non-
human entities:

Industrial Robotics and Collaborative Robots
Collaborative robots (cobots) are designed to work safely alongside humans:

Underpromise and overdeliver:
Set realistic expectations
Avoid disappointment from capability-appearance mismatch
Focus on reliable core functionalities

Leverage ambiguity when appropriate:
Allow users to project interpretations
Particularly useful for robots with limited capabilities
Example: Paro seal robot avoids comparison with familiar pets

Maintain consistency in design metaphors:
Create holistic, coherent designs
Align appearance, behavior, and capabilities
Avoid uncanny valley effects from mismatched elements

Implementation approaches:
Physical design (facial features, body proportions)
Movement patterns (biological motion)
Interactive behaviors (responsive actions)
Communication style (language use, turn-taking)

Theoretical framework (Epley et al., 2007):
Effectance motivation: Desire to understand and predict behavior
Sociality motivation: Need for social connection
Elicited agent knowledge: Application of human models to non-humans

The Uncanny Valley effect:
Hypothesis proposed by Masahiro Mori (1970)
As human likeness increases, emotional response becomes increasingly positive
until a critical point
At near-human appearance, a sharp drop in comfort occurs (the "valley")
Movement amplifies both positive and negative responses
Key factors: Facial expressions, eye movements, skin texture, motion naturalness

Characteristics:
Direct physical interaction capability
Built-in safety features



18. Emerging Technologies and Future Interactions
Natural Interfaces and Intelligent Systems

Emerging Technologies

Ease of programming
Adaptability to various tasks

HCI contributions to industrial robotics:
User-centered design for intuitive interfaces
Ergonomic improvements for operator comfort
Usability and UX testing methodologies

Human factors in collaborative robotics:
Cognitive workload assessment
Trust in automation development
Situational awareness support
Team fluency measurement

Monitoring techniques:
Pupillometry and eye tracking for attention and workload
Heart rate variability for stress assessment
Video analysis for behavioral patterns
Self-reports and interviews for subjective experience

Virtual and Extended Reality applications:
Digital twin platforms for simulation
VR-based teleoperation interfaces
Training and skill development
Maintenance and monitoring systems

Natural User Interfaces (NUIs):
Design that leverages innate human capabilities
Examples: Gesture control, voice interaction, haptic feedback
Benefits: Reduced learning curve, intuitive operation
Challenges: Cultural differences, precision requirements, feedback mechanisms

Intelligent Systems:
Adaptive interfaces that learn user preferences
Predictive functionality anticipating user needs
Contextual awareness adjusting to environments
Applications: Healthcare monitoring, education personalization, smart environments

Artificial Intelligence in HCI:
Conversational interfaces with natural language processing



Ethical and Social Challenges

Emotion recognition and adaptive responses
Personalization based on behavior patterns
Automation of routine interactions
Challenges: Transparency, control, trust development

Extended Reality Technologies:
VR evolution: Tetherless systems, haptic feedback, social presence
AR maturation: Everyday applications, spatial computing
MR integration: Blending physical and digital seamlessly
Applications expanding beyond entertainment to productivity, healthcare, education

Internet of Things (IoT) and Smart Environments:
Ubiquitous computing realization
Ambient intelligence in everyday spaces
Multi-device ecosystems with seamless interaction
Challenges: Interoperability, security, complexity management

Wearable and Embodied Technologies:
Evolution beyond smartwatches to smart clothing
Biometric sensing and health monitoring
Subtle, ambient interaction modalities
Body as interface and control system

Privacy and Security:
Continuous data collection implications
Biometric information protection
Surveillance capabilities of intelligent systems
User control over personal data

Accessibility and Digital Divide:
Ensuring technology benefits all users
Addressing economic barriers to adoption
Designing for diverse abilities and contexts
Cultural inclusivity in global systems

Human Autonomy and Agency:
Balancing automation with user control
Transparency in AI-driven decisions
Preventing technological dependency
Maintaining meaningful human involvement

Social Implications:
Changing nature of human relationships
Work transformation and skill requirements



Future Directions

This comprehensive guide covers the core concepts, methodologies, and emerging trends in
Human-Computer Interaction, providing a structured foundation for understanding both
theoretical principles and practical applications in this rapidly evolving field.

Educational paradigm shifts
Community and social structure impacts

Multimodal Interaction Evolution:
Integration of multiple input/output channels
Context-aware modality selection
Sensory augmentation beyond traditional interfaces
Brain-computer interface maturation

Sustainable Interaction Design:
Environmental impact consideration
Resource-efficient technologies
Longevity and upgradeability
Circular economy principles in hardware

Human-AI Collaboration:
Complementary capabilities between humans and AI
Mixed-initiative interaction models
Explainable AI for trust development
Creative partnership paradigms

Ethical Design Frameworks:
Value-sensitive design implementation
Participatory approaches to technology development
Anticipatory ethics addressing future implications
Cross-cultural ethical considerations


